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An Approach to Computation of Similarity, 
Inter-Cluster Distance and Selection of 
Threshold for Service Discovery using 

Clusters 
Chellammal Surianarayanan and Gopinath Ganapathy, Member, IEEE 

Abstract— Meeting out similarity demands of clients, selection of threshold and computation of inter-cluster distance (ICD) are 
difficult while clustering.  Hierarchical agglomerative clustering based approach is proposed for service discovery including two 
similarity models viz., Output Similarity Model (OSM) and Total Similarity Model (TSM) with additional levels for Degree of Match 
(DoM).  The OSM which computes similarity between services using solely the outputs of services is proposed while clustering 
services to eliminate irrelevancy completely.  The TSM which computes similarity between services using both inputs and 
outputs of services is proposed while discovering matched services of a given query.  The work justifies the ‘complete linkage’ 
as suitable method for computing ICD.  It selects threshold-ICD in terms of DoM without altering the similarity demands of 
clients and ensures rightness of clusters. The computation time of discovery using clusters is found to be faster (7.32 against 
170.59 seconds) than that of sequential method. 

Index Terms— similarity models, clustering of services, service discovery using clusters, optimization of discovery, semantic 
service discovery.  

——————————      —————————— 

1 INTRODUCTION
Mplementation  of complex business requirements 
needs automatic discovery of multiple services from 
different domains and their composition in short time[ 

1-2].  Explicit semantic descriptions of services [3-7] have 
brought maximal automation and dynamism with suffi-
cient accuracy into service discovery [8].  Semantics based 
discovery is time consuming due to the usage of semantic 
reasoning which detects semantic relations through dif-
ferent Degree of Match (DoM)s, namely,  exact, plug-in, 
subsumes and fail [9] that might exist between queried and 
available concepts. It is certainly essential to reduce the 
time taken for discovery as crucial business processes 
involve many services from different domains.    Cluster-
ing of services will reduce the time [10] by grouping simi-
lar services into clusters such as banking, education, weath-
er, travel, financial, etc.  For the query ‘findTemperature’, it 
searches only weather cluster, ignoring other clusters. 

Similarity computation which can be syntactic or se-
mantic is pre-requisite for clustering.  Semantics based 
similarity is promising for bringing accuracy, automation 
and dynamism into discovery.  The first aspect of this 
work is to introduce additional levels of DoMs while 
computing semantic similarity. Existing semantic ap-
proaches [8-9] compute similarity between a queried con-

cept and an available concept through 4 different levels of 
DoM, namely, exact, plugin, subsumes and fail.  But these 4 
levels detect semantic relatedness of a concept only with 
respect to its super/sub classes whereas additional levels 
of DoM such as sibling, grandparent, common-children, 
etc., are required to meet out most of the similarity de-
mands of clients.   

Further, the similarity demands of clients are dispa-
rate.  Some applications have strict similarity needs than 
the others.  Suppose a need of a client with ‘head injury’ 
is emergency-ambulance.  This query can only be fulfilled 
by exact match viz., Emergency-ambulance class(Fig. 1) as 
the client has strict similarity demand.  Suppose a need of 
a client is Car to visit a physician for general checkup.   
This query can be fulfilled by exact, plugin, and sibling(i.e. 
Ford, Hyundai,  Bronco, Explorer, Ambulance, Emergency-
ambulance, Patient-transport-ambulance and Bus) matches.  If 
Car (i.e. exact match) is not available, sibling or plugin 
matches will satisfy the need.  Here similarity demand is 
not strict as in the previous case.  Hence, there is a need to 
introduce additional levels of DoM such as indirect-
subsumes, indirect-plugin, sibling, partial-parent, grandparent, 
common-children and common-grandchildren. 

The second aspect of this work is to enhance relevancy 
by prioritizing the service features while computing simi-
larity. Firstly, during discovery, ensure that the published 
services have the queried outputs.  Secondly, the inputs 
of services can be taken for further matching.  But, some 
approaches such as [10-11] do not completely eliminate 
irrelevancy because they compute service similarity for 
clustering as weighted sum of similarities by different 
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features viz., inputs, outputs and description without any prioritization.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1 Fragment of sample ontology 

In these approaches the clustering solution may be-
come incorrect as per [12] from the perspective of elimi-
nating irrelevancy.  In order to eliminate irrelevancy 
completely, it is essential to cluster services through out-
put similarity rather than the total similarity. Consider 
two services, A and B as in Fig. 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2 Service having same inputs but different outputs 

 The services have same input but different output.  
When clustering is performed based on total similarity, 
then the services A and B will be clustered together via 
input similarity. But when clustering is based purely on 
output similarity, then services A and B will not be clus-
tered as their outputs are different.  Similarly, services 
having different outputs may get clustered via similar 
description.  When services are clustered by total similari-
ty, the irrelevancy of a query is not removed completely 
as the relevant cluster (the cluster which is most similar to 
the query) may contain irrelevant services (services hav-
ing same inputs/description but different outputs).  Al-
ternately, clustering services purely by outputs will effi-

ciently eliminate irrelevancy. 
The third aspect of the work is to identify alternate 

clustering algorithm that produces spontaneous cluster-
ing solution.  Existing approaches such as [13] partition 
services into known number of categories (K), where the 
rightness of clustering is altered by the value of K.  
Though there are a few approaches such as [14] uses hie-
rarchical clustering it does not focus on on two essential 
aspects of practical importance, namely, choosing a suita-
ble method of computing inter-cluster distance(ICD) and se-
lecting a right value for threshold inter-cluster dis-
tance(threshold-ICD) which is used as stopping criterion for 
clustering.  Also, it is essential to ensure that the given similar-
ity demands of clients are satisfied while computing ICD and 
selecting threshold-ICD.   

1.1 Objectives 
This work addresses the aspects of cluster based ser-

vice discovery with the following objectives. 
 To introduce additional levels of DoM in order to 

satisfy many of the similarity demands of clients. 
 To propose two different similarity models, one for 

clustering viz., Output Similarity Model (OSM) and 
the other for discovery, viz., Total Similarity Model 
(TSM).  OSM computes similarity between services 
based only on the outputs of services using the addi-
tionally defined levels of DoM.  TSM computes simi-
larity between services based on both inputs and 
outputs of services using the additionally defined le-
vels of DoM.   

 To identify a suitable method for computing Inter-
Cluster Distance (ICD) from the three standard me-
thods, single, average and complete linkage while us-
ing hierarchical agglomerative clustering. 

 To devise a method for selecting threshold-ICD with-
out conflicting the similarity demands of clients. 
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 To study and compare the performance of service 
discovery using clusters against standard methods. 

1.2 Contributions 
This work contributes a few methodologies for service 
discovery using clusters.  It employs hierarchical agglo-
merative clustering to cluster services as it provides more 
structural information about the clusters.   

From methodological perspective two similarity mod-
els, OSM and TSM have been introduced.    The work 
contributes additional levels of DoM as mentioned in Sec-
tion 3.1 for computing semantic relations among service 
concepts.  The advantage of additional levels of DoM is 
that it provides a better control for clients while specify-
ing their required similarity demands.  The work intro-
duces a method for labeling clusters to identify the rele-
vant cluster of the query easily.  Also, it suggests a me-
thod to discover matched services for a query using clus-
ters.  It computes performance optimization achieved 
using clustering and evaluates its accuracy against stan-
dard method. 

From evaluation perspective, the work performs an ex-
tensive series of experimentation to analyze the clustering 
solutions produced by different linkage metrics and eva-
luates the results using various evaluation measures.   

Also, the work serves as a strategic model for develop-
ers working in service clustering. 

Rest of the paper is organized as follows.  Section 2 
highlights the research works which handle cluster based 
discovery.  Section 3 describes similarity models, cluster-
ing of services and discovery using those clusters.  Section 
4 describes experimental setup, test data, evaluation 
measures.    Section 5 presents the results obtained using 
different methods of computing ICD and analyzes the 
results using different evaluation measures.  Suitable me-
thod for computing ICD and method for selecting thre-
shold-ICD are presented.  Section 6 concludes the paper. 

2 RELATED WORK 
A survey on service discovery using clusters is made.  
Web Service Description Language (WSDL) based ap-
proaches such as [15-17] are syntactic and have no in-
tended semantics of services. This limits the accuracy of 
discovery. For example, a syntactic based method cannot 
relate meaningfully zipcode and postalcode. Also, they are 
inadequate for automatic discovery whereas the proposed 
work is semantics based one.  Though the work [18] maps 
WSDL into a richer semantic representation and [19] uses 
WordNet similarity for discovery, these methods are ap-
plicable to only to WSDL services  

Though semantics based approaches [8-9] facilitate au-
tomation and dynamism into service discovery, the levels 
of DoM defined by these approaches are insufficient to 
meet out the diversity in similarity demands of clients.  
The proposed work handles the diversity in similarity 
demands using additional levels of DoM (Section 3.1) 

Further, features which are considered for computing 
similarity and their weights vary among approaches.  For 
example, [11] considers 5 features, viz., description, 

OWL-S profile, WSDL, OWL-S process and OWL-S 
grounding with weights 0.1, 0.3, 0.2, 0.1 and 0.1 respec-
tively.  The work [18] considers description, OWL-S pro-
file, and WSDL similarities with weights 0.5, 0.3 and 0.2 
respectively whereas the relevancy of a query is primarily 
decided by the outputs.  If a service does not produce 
outputs as required by the query, it becomes irrelevant to 
the query irrespective of any other feature.  Approaches 
such as [11], [14], [18] may not completely eliminate irre-
levancy as they do not prioritize the ouputs at first place.  
Another approach [10] also gives equal weight to inputs 
and outputs while computing semantic similarity.  The 
uniqueness of proposed work is its prioritization of ser-
vice features while computing similarity. 

Approaches such as [20-23] are K-Means based where 
the value of K is mandatory.  Also, in K-Means, the result-
ing clustering pattern is influenced by K.  Specifying a 
right value for K is very difficult.  Also, in K-Means, there 
is no provision to specify the required similarity among 
services within a single cluster.  Alternately, the proposed 
work uses hierarchical agglomerative clustering which 
does not require the value of K to be specified. 

In [24], the profile of most general service of a cluster is 
used as its label.   This method may not find matched ser-
vices if the query does not contain generic service terms.  
An alternate labeling method is proposed in this work.  

In [25], graph theory based algorithm and in [26] ge-
netic algorithm are used for cluster based discovery.  The 
work[27]uses Chameleon algorithm to build K-Nearest 
Neighbour (K-NN) graph but it focusses on filtering func-
tionally chosen services by non-functional properties of 
services.  The work [28] provides support for visualiza-
tion of clusters using spatial clustering. The work pre-
sented in [29] uses clustering technique for organizing the 
results returned by a search engine and not for service 
retrieval.  In [30], a non-distance based self organizing 
clustering algorithm is proposed to overcome the prob-
lem of sample selection and sub-optimal choice of thre-
shold.  Alternately, the proposed approach handles the 
sub-optimal choice of threshold according to the similari-
ty demands of service clients. 

3 PROPOSED APPROACH 
This section proposes an approach for service discovery 
using clusters with its basic concepts.  This approach 
would cluster services having similar outputs using OSM.  
Each cluster is labeled with a string which is a concatena-
tion of all outputs contained in it.  Clustering and labeling 
are done offline to querying.  For a query, the outputs of 
query are matched with label of each cluster and the clus-
ter which is most similar to the query is identified as its 
relevant cluster.  Matched services of the query are found 
out by comparing the inputs and outputs of the query 
with that of each service present in relevant cluster using 
TSM.    Both similarity models find similarity between 
services with the help of additionally defined levels of 
DoM.  In this work hierarchical clustering algorithm 
which gives more structural information about the hie-
rarchy of sub clusters[31] is used.   
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The work suggests the following strategies for service 
discovery using clusters.  The strategies include (i) Intro-
duction of additional levels of DoM while finding seman-
tic relations between a pair of concepts to meet out simi-
larity demands of clients (ii) Two similarity computing 
models, namely, OSM which computes similarity be-
tween services based on outputs using additional levels 
of DoM for clustering services and TSM which computes 
similarity between services based on both inputs and 
outputs using additional levels of DoM for discovering 
matched services of a given query.  It is proposed to em-
ploy OSM for clustering services as it ensures complete 
removal of irrelevancy. (iii) Selection of suitable method 
for computing ICD among three methods, single, average 
and complete linkage.  (iv) Introduction of a new method 
for selecting threshold-ICD using levels of DoM.   

Hierarchical agglomerative clustering starts by consi-
dering each service as a cluster and proceeds iteratively 
by merging the most similar pair of clusters.  The clusters 
are merged using major inter-cluster linkage metrics, 
namely, single, average and complete linkage[27].   Of the 
three methods, complete linkage merges the most similar 
pair of clusters based on the similarity between farthest 
pair of services.  In this case, if the farthest pair satisfies 
the given threshold-ICD it is implied that the similarity 
between any pair of services would also satisfy the given 
threshold-ICD.  With this kind of merging, within a single 
cluster, the similarity between any two services will meet 
the given threshold-ICD.  Hence, this feature of complete 
linkage is purposefully employed to meet the similarity 
demands of service clients.   

Further, in order to ensure that the similarity demands 
of clients are preserved while specifying threshold-ICD, it 
is proposed to specify the threshold-ICD according to 
similarity demands of clients, using various levels of 
DoMs.  For example, if the client’s similarity de-
mand(called similarity_demand) is exact, the client will spe-
cify its threshold_ICD as 1.  Now, consider two clusters, 

1C and 2C for merging.  Let 1s denote any service from 1C .  
Let 2s denote any service from 2C .  Let m  and n  denote 
the number of output parameters of 1s and 2s respective-
ly.  The clusters will be merged only when the similarity 
between 1s  and 2s  is at least the threshold_ICD.  Here, 
threshold_ICD has to be calculated for a given pair of 
services according to  

 
( ) _

_
2

m n similarity demand
threshold ICD

mn

 
  (1) 

In (1), numeral 2 is introduced in the denominator be-
cause the similarity between 1s  and 2s   is computed as 
the average of 

1 2
( , )OutSim s s  and 

2 1
( , )OutSim s s  as given 

in (4).  Thus, this model recommends specifying thre-
shold-ICD in terms of DoM and complete linkage for 
computing ICD as these two will ensure that the similari-
ty demands of client are satisfied.    

After having been clustered, each cluster is labeled.  
Next stage is querying against the clusters for discovering 
matched services where the outputs of the query are 
matched with the label of each cluster.  The cluster which 
is most similar to the query is identified as the relevant 

cluster.  As mentioned earlier, the matched services are 
discovered by matching each service present in the rele-
vant cluster (candidate service) with the query using TSM. 

The models introduced for computing similarity, clus-
tering and discovering matched services are described in 
the subsequent sections. 

 
3.1 Output Similarity Model 

Let us consider two services, A and B.  Let A contain m 
number of output parameters, denoted by 1 2 3, , ...,a a a a

mo o o o   
and B contain n number of output parameters denoted by 

1 2 3, , ...,b b b b
no o o o as in Fig. 3.  To compute output similarity 

between A and B, each output parameter of A is matched 
with every output parameter of B. While matching, the 
parameters are tested for having any semantic relation 
between them. The semantic relation between parameters 
is expressed using various levels of DoM.  We extend the 
conventional levels of DoM, namely, exact, plug-in, sub-
sumes and fail with finer split as described below. 

Let us consider two parameters, an ith output parame-

ter of service A denoted by a

i
o  and jth output parameter of 

service B denoted by b

j
o . Let ( , )a b

i jDoM o o denote the DoM 

between a

i
o  and b

j
o .  

 
Fig. 3 Example services and their outputs 

Exact: If a

i
o is equivalent to b

j
o , then the ( , )a b

i jDoM o o  is 
defined as exact.  

Direct-plugin: If a

i
o is direct super class of  b

j
o , then the 

( , )a b
i jDoM o o  is defined as direct-plugin match. 

Indirect-Plugin: If a

i
o is indirect super class of b

j
o , then 

the ( , )a b
i jDoM o o  is defined as indirect-plugin match. 

Direct-subsumes: If a

i
o is direct sub class of b

j
o  then the 
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( , )a b
i jDoM o o  is defined as direct-subsumes match. 

Indirect-subsumes: If a

i
o is an indirect sub class of b

j
o  

then ( , )a b
i jDoM o o  is defined as indirect-subsumes match. 

Common-parent/Sibling: If all parents of a

i
o are same as 

that of b

j
o  then the ( , )a b

i jDoM o o is common-parent/sibling. 

Partial-parent: If at least one parent of a

i
o is same as at 

least one parent of b

j
o  then ( , )a b

i jDoM o o is partial-parent. 

Grandparent: If both a

i
o and b

j
o have at least one grand-

parent in common or if at least one grandparent of a

i
o is 

same as at least one parent of b

j
o or if at least one parent of 

a

i
o is same as at least one grandparent of b

j
o then the

( , )a b
i jDoM o o is defined as grandparent. 

Common-children: If both a

i
o and b

j
o have at least one 

child in common, then ( , )a b
i jDoM o o is common-children. 

Common-grandchildren: If both a

i
o and b

j
o have at least 

one grandchild in common, then ( , )a b
i jDoM o o is defined as 

common-grandchildren. 
Fail: If both a

i
o and b

j
o have none of the above semantic 

relations, then ( , )a b
i jDoM o o is defined as fail.     

In order to obtain useful information about similarity 
the levels of DoM are assigned with numerical equiva-
lents by heuristics similar to Duygu Celik et al.[32], Meh-
di Bayat et al.[33] and Syeda-Mahmood T et al.[34].  The 
levels of DoM proposed in this work along with numeric 
equivalents are compared with [32-34] as given in Table 1.      

Let ( , )OSMSim A B denote the similarity between A and B. 
To compute the value of ( , )OSMSim A B , each ith output pa-
rameter in A, say, a

i
o  is matched with every output para-

meter of B and DoM is computed for each pair of parame-
ters formed by a

i
o  with parameters of B.  The maximum of 

DoMs of all possible pairs formed by a

io  with all parame-
ters of B will represent the individual parameter score 
contributed by a

io . The individual parameter score is 
computed for all outputs in A and the sum of all individ-
ual parameter scores represents the total output similarity 
score between A and B. 

TABLE 1 
 Levels of DoM and their numerical equivalents 

DoM levels as 
per [32-34] 

DoM values 
as per [32] 

DoM values 
as per [33] 

DoM values 
as per [34] 

DoM levels as per  
proposed method 

DoM values as per 
proposed method 

Exact 1 1 1 Exact 1 
Plugin 0.75 0.75 0.5 Direct-plugin 0.9 
Subsumes 0.5 0.5 0.5 Indirect-plugin 0.8 
Dissimilar 0 0 0 Direct-subsume 0.7 
    Indirect-subsume 0.6 
    Common-parent 0.5 
    Partial parent 0.4 
    Grandparent 0.3 
    Common-children 0.2 
    Common-grandchildren 0.1 
    Fail 0 

In the above example A has m number of output pa-
rameters, 1 2 3, , ...,a a a a

mo o o o  and B has n number of output pa-

rameters 1 2 3, , ,...,b b b b
no o o o . The possible pairs formed by 1

ao

are
1 1 1 2 1 3 1

( , ), ( , ), ( , ), ..., ( , )a b a b a b a b

n
o o o o o o o o . The possible pairs 

formed by 
2

ao are
2 1 2 2 2 3 2

( , ), ( , ), ( , ), ..., ( , )a b a b a b a b

n
o o o o o o o o . Simi-

larly, the possible pairs formed by a

mo are

1 2 3( , ), ( , ), ( , ), ..., ( , )a b a b a b a b

m m m m no o o o o o o o . Now, the norma-
lized output similarity between A and B, denoted by 

( , )OutSim A B  is given as  

1 1 1 2 1

2 1 2 2 2

1 2

( , )
1 [max( ( , ), ( , ),..., ( , ))

max( ( , ), ( , ),..., ( , )) ...
max( ( , ), ( , ),..., ( , ))]

a b a b a b
n

a b a b a b
n

a b a b a b
m m m n

OutSim A B

Dom o o Dom o o Dom o o
m

Dom o o Dom o o Dom o o
Dom o o Dom o o Dom o o





 


  (2) 

Similarly, the normalized output similarity between B 
and A denoted by ( , )OutSim B A is given as: 

1
1 1 1 2 1

2 1 2 2 2

1 2

( , )
1 [max( ( , ), ( , ),..., ( , ))

max( ( , ), ( , ),..., ( , ) ...
max( ( , ), ( , ),..., ( , ))]

b a b a b
m

b a b a b a
m

b a b a b a
n n n m

OutSim B A

Dom o o Dom o o Dom o o
n

Dom o o Dom o o Dom o o
Dom o o Dom o o Dom o o





 


 (3) 

Now, the value of ( , )OSMSim A B is given as

 1( , ) ( ( , ) ( , ))
2

OSMSim A B OutSim A B OutSim B A    (4) 

3.2 Total Similarity Model 
The similarity between two services, say, A and B de-
noted by ( , )TSMSim A B is given as 

( , ) 0.5 ( ( , ) ( , ))OSMTSMSim A B Sim A B InputSim A B   (5) 
In the above equation, ( , )OSMSim A B  represents norma-

lized output similarity between services which is com-
puted using (4) and ( , )InputSim A B  represents norma-
lized input similarity between services.  The values of  

( , )InputSim A B  is computed using 
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 ( , ) 0.5 ( , ) ( , ))InputSim A B InSim A B InSim B A    (6) 
The computation of ( , )InSim A B  and ( , )InSim B A  is simi-

lar to that of ( , )OutSim A B  and ( , )OutSim B A  respectively 
which is explained in the previous subsection. 

3.3 Clustering of Services using OSM 
Consider a service repository of N services.  The similari-
ty score among all possible pairs of services is computed 
using OSM.  After computing pair-wise similarity, the 
values of dissimilarity (or distance) among services are 
computed using the following formula, 

1 2 1 2( , ) (1 ( , ))Dissim s s Sim s s   (7) 
In (7), 1 2( , )Dissim s s represents dissimilarity between 1s  
and 2s .  A N N dissimilarity matrix is constructed to be 
used as input for hierarchical clustering algorithm.  The 
algorithm starts by assigning each service to a cluster and 
initially each cluster contains just one service.  The algo-
rithm finds the most similar pair of clusters and merges 
them into a single cluster.  It recomputes the similarities 
between new cluster and each one of the old clusters.  The 
merging of clusters continues till the similarity between 
the clusters of most similar pair satisfies the given thre-
shold-ICD.     

Consider two clusters, 1C  and 2C .    The formula for 
computing similarity between  1C  and 2C  denoted by 

1 2( , )Sim C C  according to the standard methods, viz, single, 
complete and average linkage methods is given through 
(8), (9), and (10). 

 1 2 1 2( , ) max{ ( , ) : , }Sim C C sim a b a C b C    (8) 

 1 2 1 2( , ) min{ ( , ) : , }Sim C C sim a b a C b C    (9) 

 
1 2

1 2
1 2

1( , ) ( , )
a C b C

Sim C C sim a b
C C  

   (10) 

In the equations (8)-(10), a  and bdenote services that 
belong to clusters 1C  and 2C  respectively. Also in (10), 

1C and 2C denote the number of services present in 1C  
and 2C  respectively.  In the proposed approach, clusters 
obtained using single, average and complete linkage for 
various threshold-ICDs are analyzed and a suitable me-
thod for computing ICD is suggested.    

3.4 Service Discovery using TSM 
Each cluster is labeled with all output parameters that 

are contained in that cluster.  During discovery the cluster 
whose label (or characteristic representation) is most simi-
lar to the query is found out as the relevant cluster of the 
query.  

Let q be the query containing a set of output parame-
ters denoted by{ ,1 }q

io i p  . Let {( ) 1 }
iCCR i k   be the 

characteristic representation of all clusters
1 2 3
, , ,...,

k
C C C C . The 

sub steps used for finding the relevant cluster of q de-
noted by ( )C q are given in Fig. 4.  The services which are 
present in the relevant cluster are called candidate services. 
The input and output parameters of each candidate ser-
vice are matched with that of query using TSM in order to 
discover matched services of the query. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 4 Steps for finding relevant cluster of the query 

4 EXPERIMENTATION 
4.1 Aims 

The first aim is to cluster services using OSM and ana-
lyze the influence of method of computing ICD (single, 
complete and average linkage) on the rightness of cluster-
ing solution.  Variations in clustering solution for various 
threshold-ICDs obtained using the three methods of 
computing ICD has to be analyzed and a better method 
has to be advised for computing ICD.  The method of se-
lecting threshold-ICD has to be discussed.  

The second aim is to find the performance optimiza-
tion achieved using clustering. Here different test queries 
are chosen.  An experiment will be carried out to find the 
average reduction in computation time of discovery using 
clusters and it will be compared with the computation 
time of sequential method without clustering.    

The third aim is that the accuracy of the proposed ap-
proach should be compared with that of sequential ap-
proach. 

The fourth aim is to compare the results of proposed 
approach with that of K-Means clustering and other se-
mantic service discovery techniques for justification. 

4.2 Experimental Setup 
An experimental setup as in Fig.5 is constructed.  As in 
Fig. 5, similarity among all possible pairs of services 
present in the test data is computed using the OSM, im-
plemented in Java. OSM finds various levels of DoM 
among outputs of services with the help of Jena API and 
Pellet reasoner.  Dissimilarity matrix is constructed and 
given as input to clustering tool, available in the link, 
http://www.cs.umb.edu/~smimarog/agnes/agnes.html.   

The clusters thus produced are labeled using represen-
tation module.  The details of clusters are archived along 
with their labels.  When a query is submitted, the outputs 
of the query are matched with label of each cluster using 
textual similarity (simmetrics.jar) and relevant cluster of 
the query is found out.  From the relevant cluster, 
matched services of the query are found out using TSM. 

Experiments are performed on a Laptop with Intel 
Pentium(R) Dual-Core, 2.20GHz CPU, 3.0 GB memory 
and Windows 7 Ultimate Operating System using JDK 
1.6.

 
 

Inputs: {( ) 1 }
iCCR i k  , { ,1 }q

io i p  ;  
Output: ( )C q  
Sub step 1: max 0; 1; ( )Sim i C q     
Sub step 2: Get ( )

iCCR ; )( )({ ,1 }, Ci
q
i CRscore sim o i p  

 

 
( ) }( max ){max ; iC q Cif score Sim Sim score    

Sub step 3: 1;i i   
Sub step 4: While ( )i k Repeat Sub steps 2 & 3 
Sub step 5: Return ( )C q  
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Fig. 5 Experimental setup 

4.3 Test Data 
A collection of 100 services from publicly available 

hRESTS Service Retrieval Test Collection Version 
3.0(http://www.semwebcentral.org/projects/hrests-tc/) given in 
Appendix-A(Table A.1) is constructed as test collection.  
The test collection is constructed in such a way that it con-
tains internal groups of similar services from different 
domains such as education, food, travel, film, etc. Each 
service in the test collection is given an ID. Let 1s , 2s , 3s , 
…, 100s  denote the 1st, 2nd, 3rd,…,100th service. The test 
collection contains 13 internal groups of services. These 
groups together contain 92 services. Details of internal 
groups are given in Appendix-A (Table A.2).   Remaining 
8 services are included in the Test Collection with differ-
ent purposes as given in Appendix-A (Table A.3). 

4.4 Evaluation Measures 
Four evaluation measures, viz., intra-cluster similarity of 
partitions, inter-cluster similarity of partitions, Silhouette 
Width and Purity of clustering solution are used for eval-
uation. 
Intra-cluster similarity Intra-cluster similarity of a clus-
ter partition is computed as the average of intra-cluster 
similarity of all services present in that cluster. Let 
int ( )ra sim s  denote the intra cluster similarity of a ser-

vice s . Let int ( )ira sim C denote the intra-cluster simi-

larity of ith cluster iC . The value of int ( )ira sim C  is 
computed using computed using 

1int ( ) int ( )
i

i
i s C

ra sim C ra sim s
C 

     (11) 

In (11), iC denote the number of services present in iC . 
Inter-cluster similarity Let N denote the number of 
clusters obtained using a clustering algorithm.  Let 
int ( )ier sim C  denote the inter-cluster similarity of ith 
cluster and it is computed as  

 
1

int ( , )1int ( )
1

N

i j
j

i er sim C C i jer sim C
N 

  
   (12) 

In (12), ,int ( )i jer sim C C  denotes the inter-cluster si-

milarity between two clusters, iC  and  jC  and the value 

of int ( , )i jer sim C C is computed as  

 1int ( , ) ( , )
i j

i j
a C b Ci j

er sim C C sim a b
C C  

    (13) 

In (13), ( , )sim a b denotes the similarity between ser-
vices a and b where a and b belong to iC  and jC respec-

tively. Also, iC  and jC denote the number of services 

present in iC  and  jC respectively.   
Silhouette Width Silhouette Width of a particular clus-
ter partition is computed as the average Silhouette value 
of all services of that partition.  Silhouette width of an 
individual service denoted by ( )S s  which reflects the con-
fidence of assigning s to a particular partition, is com-
puted using  
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 ( ) max( , )
s s

s s
S s b a

b a
  (14) 

In (14), sa  denotes the average dissimilarity between 
s  and all other services in the same cluster and sb de-
notes the average dissimilarity between s and all services 
in the closest other cluster (which is defined as the one 
yielding minimal sb ). The Silhouette width is limited to 
the interval [-1, 1]. If the silhouette width of an object is 
near to one, the object is said to be correctly clustered. If 
silhouette width of an object is around zero then the ob-
ject will lie between two clusters.  Negative value of Sil-
houette width of an object indicates that the object might 
be placed in an incorrect cluster.  Let  be the set of all 
clusters of services. Let s  be a service and ( )C s be a set of 
all services in a cluster which contains s . Now the values 
of sa  and sb are computed using the following formulae 

 
( ) ( ) { }

1 ( , )
1

s
C s s C s s

a Dissim s s
 

 
   (15) 

 1min{ ( , ) { ( )}}s
s C

b Dissim s s C C s
C




    (16) 

Purity To compute Purity, each cluster is assigned with a 
class which is most frequent in that cluster.  The most fre-
quent class of a cluster is found manually.  Let N be num-
ber of services partitioned into K  number of clusters.  Let 

imfcn be the number of services of the most frequent class of 
ith cluster.  The Purity of clustering solution should be 
maximized.  The value of Purity of a clustering solution, 

denoted by P  is computed using  

 
1

1
imfc

K

i
P nN


   (17) 

5 RESULTS AND DISCUSSION 
5.1 Analysis 

Towards the first aim, three experiments are carried 
out, one for each method of computing ICD.  In each ex-
periment, clustering solutions are obtained by varying the 
threshold-ICD from 0 to 1 in steps of 0.1 and compared 
against the internal groups of test data given in Appen-
dix-A(Table A.2 and Table A.3).  From analysis, the clus-
tering methods are found to produce partial clustering of 
services up to a certain minimum value of threshold-ICD. 
The methods produce complete clustering of services 
when the threshold-ICD is relaxed to comparatively 
higher values.  For the given test collection, the number of 
services that is expected to be partitioned is 96 (because 
three services are having no outputs and one service is 
having different output from all other services). The 
number of partitions produced and the number of servic-
es that got clustered by the three methods for various 
threshold-ICDs are given in Table 2.  Further, in Table 2, 
the partial clustering details are given in normal font 
whereas the complete clustering details are given in bold 
and italics. 

TABLE 2 
Details about number of clusters produced and number of services that have got clustered by the three methods for 

various values of threshold-ICD 

Threshold-
ICD 

Single linkage method Average linkage method Complete linkage method 
# of partitions # of services 

got clustered 
# of partitions # of services 

got clustered 
# of partitions # of services 

got clustered 
0 18 75 18 75 34 68 
0.1 No change  No change  18 75 
0.2 16 87 18 84 19 85 
0.3 12 94 17 91 19 91 
0.4 11 95 16 93 18 91 
0.5 11 96 15 95 15 93 
0.6 No change  No change  No change  
0.7 10 96 13 96 14 96 
0.8 No change  12 96 No change  
0.9 No change  11 96 13 96 
From Table 2, single linkage method is found to pro-

duce partial clustering for threshold-ICD ranges from 0 to 
0.4. The method produces complete clustering with 96 
services clustered into 11 clusters when threshold-ICD is 
relaxed to 0.5. When threshold-ICD is increased to 0.6, no 
change is found in the clustering solution. When thre-
shold-ICD is increased to 0.7, the 96 services are clustered 
into 10 clusters.  There is no further change in the cluster-
ing solution when threshold-ICD is relaxed to 0.8 or 0.9. 

Similarly, the average and complete linkage methods 
produce partial clustering of services when threshold-ICD 
is up to 0.6. These methods produce complete clustering 
of services when the threshold-ICD is relaxed to 0.7 and 
above. 

When threshold-ICD is fixed at 0.7, 0.8 and 0.9,   the 
average linkage method partitions the 96 services into 13, 
12 and 11 clusters respectively and complete linkage me-
thod clusters the services into 14, 14 and 13 clusters re-
spectively. 

Please note: Details of complete clustering solutions pro-
duced by the three methods which are considered for analysis 
are given in Appendix-B. Partial clustering solutions though-
not considered for analysis are given in Appendix-C for refer-
ence.   Individual service-level data such as intra-cluster simi-
larity of individual services, inter-cluster similarity of individ-
ual services and silhouette width of individual services for vari-
ous values of threshold-ICDs, are given in Appendix-D. 

At first, the clustering solution obtained using single 



1939-1374 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation
information: DOI 10.1109/TSC.2015.2399301, IEEE Transactions on Services Computing

AUTHOR ET AL.:  TITLE 9 

 

linkage is considered for analysis.  For simplicity, we de-
note intra-cluster similarity, inter-cluster similarity and 
Silhouette Width as intra-sim, inter-sim and SW respect-

tively. The values of intra-sim, inter sim and SW of all 
partitions produced by single linkage for different thre-
shold-ICDs are given in Table 3. 

TABLE 3 
 Intra-sim, inter-sim and SW of clusters obtained using single linkage for threshold ICD set at 0.5/0.6  (96 services are 

partitioned into 11 clusters) and 0.7/0.8/0.9 (96 services are partitioned into 10 clusters) 

 Threshold-ICD set at 0.5/0.6      Threshold-ICD set at 0.7/0.8/0.9    

Cluster 
ID 

# of  
Services 

Intra-
sim 

Inter-
sim 

SW Cluster 
ID 

# of 
services 

Intra-sim Inter-
sim 

SW 

0 45 0.2759 0 0.2759 0 45 0.2759 0 0.2759 
1 3 1.0000 0 1.0000 1 3 1.0000 0 1.0000 

2 7 0.8857 0 0.8857 2 7 0.8857 0 0.8857 

3 8 1.0000 0 1.0000 3 8 1.0000 0 1.0000 
4 5 0.6100 0.012 0.5436 4 7 0.3810 0 0.3810 

5 9 0.7333 0 0.7333 5 9 0.7333 0 0.7333 

6 7 0.8310 0 0.8310 6 7 0.8310 0 0.8310 

7 4 0.9000 0 0.9000 7 4 0.9000 0 0.9000 
8 4 1.0000 0 1.0000 8 4 1.0000 0 1.0000 

9 2 0.8 0 0.8 9 2 0.8 0 0.8 

10 2 0.7 0.012 0.6591      
For any good clustering solution, the basic criterion to 

be fulfilled is that the intra-cluster similarity of each parti-
tion of a clustering solution must be greater than the in-
ter-cluster similarity of that partition.  From Table 3, it is 
observed that the above criterion is fulfilled by each parti-
tion produced by single linkage method.  Further, the 
Silhouette Width of each partition is found to be greater 
than zero which indicates that the services are appro-
priately placed in their clusters.  Further, the cluster parti-
tions produced by single linkage are compared against 
the known internal groups(Appendix-A) 

The details of clusters, the number of services, service 
IDs, most frequent class and number of services present in 
the most frequent class obtained using single linkage for 
threshold-ICD 0.5 or 0.6 are given in Appendix-B(Table 
B.1).  The clustering solution is compared with test servic-
es given in Appendix-A(Table A.2 and Table A.3).  It is 
found that there are 45 services in Cluster-0. It is observed 
that the three groups namely, ‘film’, ‘books-author’ and 
‘books-book’ are merged with ‘price’ group by single lin-
kage. This is because single linkage merges clusters based 
on similarity between the nearest pair of services. The 
film group is merged to price group by the service 50s  
which contains two output parameters, namely, 
my_ontology.owl#_VideoMedia and con-
cept.owl#_RecommendedPrice. The service 50s has similarity 
with each service which has output parameter related to 
concept.owl#price. Similarly, ‘books-author’ group is 
merged with ‘price’ group by the services, 22s  and 27s . 
These services have two output parameters, namely, con-
cept.owl#price and books.owl#author. Also, ‘books-book’ 
group is merged with ‘price’ group by service, 22s .  

The merging of above clusters occurs thus because sin-

gle linkage method merges clusters based on a single ser-
vice pair which is constituted by the nearest services with 
one service from each cluster. Further, when the thre-
shold-ICD is relaxed to 0.7, the ‘researcher’ group is 
merged with ‘academic’ group(i.e. Cluster-10 is merged 
with Cluster-4).  The values of Purity and average SW of 
clustering solution produced by single linkage method 
for different threshold-ICDs from 0.5 to 0.9 are given in 
Table 4. 

TABLE 4 
Purity and Average SW of single linkage 

Threshold ICD Purity Average SW 
0.5/0.6 0.7604 0.7844 
0.7/0.8/0.9 0.7604 0.7807 

From Table 4, the Purity of clustering solution is found 
to be 0.7604 whereas the expected purity is 1.  This is be-
cause in Cluster-0, there are 23 services which do not be-
long to the most frequent class.  Though the intra-cluster 
similarity, inter-cluster similarity and Silhouette Width of 
partitions are good, the Purity of clustering solution ob-
tained using single linkage is low.   

Secondly, clustering solution produced by average lin-
kage is taken for discussion. The clustering solution pro-
duced by average linkage when threshold-ICD fixed at 
0.7 is given in Appendix-B(Table B.2).  The clustering so-
lution is compared against the internal groups given in 
Appendix-A(Table A.2 and Table A.3).  The average lin-
kage is found to cluster 96 services into 13 clusters and 
clustering solution produced by average linkage is found 
to be matched with expected groups when the threshold-
ICD is fixed at 0.7.  When the threshold-ICD is relaxed to 
0.8, the Cluster-3 is merged with Cluster-0 by the service 

14s . Though in average linkage, the ICD is measured us-
ing all service pairs constituted by one service from each 



1939-1374 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation
information: DOI 10.1109/TSC.2015.2399301, IEEE Transactions on Services Computing

10 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 

 

cluster, this single service 14s  is related to all the services 
in Cluster-0 leading to produce inter-cluster similarity 
required for merging with average linkage.  When thre-
shold-ICD is relaxed to 0.9, Cluster-5 is merged with 
Cluster-0. This is because the services 22s and 27s produce 

the inter-cluster similarity as required by average linkage.  
Further, the values of intra-sim, inter-sim and SW of all 
cluster partitions produced by average linkage method 
are given in Table 5(for threshold-ICD set at 0.7 and 0.8) 
and Table 6(for threshold-ICD set at 0.9).   

TABLE 5  
Intra-sim, Inter-sim and SW of cluster partitions obtained using average linkage with threshold-ICD set at 0.7 (96 ser-

vices grouped into 13 clusters) and 0.8 (96 services grouped into 12 clusters) 
Threshold ICD set at 0.7 Threshold ICD set at 0.8 

Cluster 
ID 

# of  
Services 

Intra-
sim 

Inter-
sim 

SW Cluster 
ID 

# of ser-
vices 

Intra-
sim 

Inter-
sim 

SW 

0 17 0.9059 0.0356 0.8811 0 20 0.7251 0.0154 0.6936 
1 16 0.5748 0.0045 0.5305 1 16 0.5748 0.0035 0.5365 

2 3 1.0000 0.0000 1.0000 2 3 1.0000 0.0000 1.0000 

3 3 0.8333 0.0238 0.6290 3 7 0.8857 0.0000 0.8857 

4 7 0.8857 0.0000 0.8857 4 9 0.8472 0.0129 0.7581 
5 9 0.8472 0.0164 0.7202 5 8 1.0000 0.0000 1.0000 

6 8 1.0000 0.0000 1.0000 6 7 0.3810 0.0000 0.3810 

7 7 0.3810 0.0000 0.3810 7 9 0.7333 0.0000 0.7333 
8 9 0.7333 0.0000 0.7333 8 7 0.8310 0.0000 0.8310 

9 7 0.8310 0.0000 0.8310 9 4 0.9000 0.0000 0.9000 

10 4 0.9000 0.0000 0.9000 10 4 1.0000 0.0000 1.0000 
11 4 1.0000 0.0000 1.0000 11 2 0.8000 0.0000 0.8000 

12 2 0.8000 0.0000 0.8000          

From Table 5 and Table 6, intra-cluster similarity of 
cluster partitions obtained by average linkage is found to 
be better when compared to that of partitions produced 
by single linkage.  The average Silhouette Width of the 
clustering solution produced with threshold-ICD fixed at 
0.7, 0.8 and 0.9 are found to be close to 1.  The value of 
Purity of clustering solution obtained using average lin-
kage with threshold-ICD fixed at 0.7, 0.8 and 0.9 are com-
puted and given in the Table 7.  From Table 7, it is seen 
that, average linkage clustering produces best clustering 
solution when the threshold-ICD is fixed at 0.7. It pro-
duces clustering results which are same as expected solu-
tion. But, when the threshold-ICD is relaxed from 0.7 to 
0.8 and 0.9, the Purity of clustering solution decreases 
from 100% to 97.9% and 90.6% respectively.   

Thirdly, the clustering solution produced by complete 
linkage with threshold-ICD fixed at 0.7, given in Appen-
dix-B(Table B.3) is considered for analysis.  When the 
clustering solution produced by complete linkage is com-
pared with the internal group of services in Appendix-
A(TableA.2 and Table A.3), it is observed that the com-
plete linkage method partitions the given test data as ex-
pected except that Cluster-6 should be merged with Clus-
ter-3.  When the threshold-ICD is increased to 0.8, there is 
no change in the clustering solution.  Further, when the 
threshold-ICD is increased to 0.9, Cluster-6 is merged 
with Cluster-3 and the clustering solution exactly matches 
with the expected results.  Further, the values of intra-
cluster similarity, inter-cluster similarity and Silhouette 
Width of all cluster partitions produced by complete lin-

kage method when the threshold-ICD is fixed at 0.7/0.8 
and 0.9 are given in Table 8. 

As average clustering solution, complete linkage also 
produces better values for intra-cluster similarity and 
inter-cluster similarity and silhouette width of cluster 
partitions.  The average silhouette width of clustering 
solution is near to 1 which indicates the presence of a 
well-defined clustering structure.  Purity of solution pro-
duced by complete linkage for the threshold-ICDs 0.7, 0.8 
and 0.9 are computed and given in Table 9.  When we 
compare average silhouette width of clustering solutions 
produced by the three methods using the data given in 
Table 4, Table 7 and Table 9, all the methods are found to 
produce a value near to 1 for average Silhouette Width 
which indicates the presence of well-defined clusters in 
the given data. Also, the Purity of clustering solution 
produced by single linkage is found to be very low and 
hence single linkage clustering is not considered for fur-
ther analysis. 

Further, the Purity of clustering solution obtained us-
ing complete linkage is better than that of clustering solu-
tion produced using average linkage. From Table 7 it is 
understood that the Purity of average linkage is decreas-
ing when the threshold-ICD is increased from 0.7 to 
0.8/0.9. This indicates that services which do not belong 
to most frequent class of a partition might be grouped in 
that partition. As mentioned earlier, the average linkage 
merges the Cluster-3 with Cluster-0 (Appendix-B) when 
the threshold-ICD is increased to 0.8.  Here cluster-3 con-
tains three services 12s , 21s , and 14s .   Out of these three 
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services, the first two services are totally different from 
‘price’ group.  But still as the service 14s  is related to each 
service in ‘price’ group, it generates inter-cluster similari-
ty which is more than the threshold-ICD.  

Similarly, when threshold-ICD is relaxed to 0.9, it is 
observed that Cluster-5 is merged with Cluster-0. Services 
present in Cluster-5 are 22s , 26s , 27s , 32s , 33s , 34s , 37s , 38s
and 39s . Only two services of Cluster-5 namely, 22s and 

27s have similarity with services present in Cluster-0.  
Other services in Cluster-5 have output parameter 
books.owl#author which is totally different from con-
cept.owl#price. But services   22s and 27s  could produce 
enough inter-cluster similarity as required by average 
linkage to merge the clusters. Thus, though the average 
linkage computes inter-cluster similarity between two 
clusters based on all possible service pairs, the Purity of 
clustering solution is found to decrease when the thre-
shold-ICD is relaxed to 0.8 or 0.9. 

TABLE 6 
Intra-sim, inter-sim and SW of clusters produced by aver-

age linkage with threshold-ICD set at 0.9 
Cluster 
ID 

# of 
services 

Intra-
sim 

Inter-
sim 

SW 

0 29 0.4751 0.0024 0.4650 

1 16 0.5748 0.0024 0.5500 
2 3 1.0000 0.0000 1.0000 

3 7 0.8857 0.0000 0.8857 

4 8 1.0000 0.0000 1.0000 

5 7 0.3810 0.0000 0.3810 
6 9 0.7333 0.0000 0.7333 

7 7 0.8310 0.0000 0.8310 

8 4 0.9000 0.0000 0.9000 
9 4 1.0000 0.0000 1.0000 

10 2 0.8000 0.0000 0.8000 

TABLE 7 
Purity and Average SW of average linkage 

Threshold ICD Purity Average SW 

0.7 1 0.7917 

0.8 0.979 0.7933 
0.9 0.906 0.7769 

When the purity of clustering solution obtained using 
complete linkage is analyzed, from Table 9, the value is 
found to be 100% for all threshold-ICDs 0.7, 0.8 and 0.9. 

To find out suitable method for clustering, the cluster-
ing solutions produced by average and complete linkage 
are analyzed using silhouette width of individual servic-
es. The silhouette width of one service namely, 50s is 
found to be a special case for analysis because the sil-
houette width produced by average and complete linkage 
is negative.  The intra-cluster similarity, inter-cluster simi-
larity and silhouette width of this service, 50s  obtained 
using average and complete linkage methods for different 

threshold-ICDs are given in Appendix-D(Table D.8).  
When the results produced by average linkage are ana-
lyzed, the silhouette width of the service 50s is found to be 
negative for all threshold-ICDs, 0.7, 0.8 and 0.9. The ser-
vice 50s  contains two output parameters, namely, 
my_ontology.owl#videomedia and concept.owl#price.  At first 
this service is merged with other services which have vi-
deomedia as one of their outputs (i.e. with services 51s , 52s ,

53s  and 54s ).  
When videomedia group is not merged with the film 

group the silhouette width of the service is positive. But 
when this group is merged with film group, the intra-
cluster similarity of the service with film and media ser-
vices is found to be less as the service has more inter-
cluster similarity with services in the price group. Hence, 
when the videomedia group is merged with film group, 
the silhouette width of the service becomes negative.  But 
in the case of complete clustering, the merging of video-
media and price groups is taken place only when the 
threshold-ICD is kept at 0.9. When both purity and sil-
houette width of individual services are concerned, com-
plete linkage method is found to yield better results than 
average linkage.  

Finally, hierarchical clustering with complete linkage 
criterion is suggested for clustering of services for the 
following reasons.  Firstly, complete linkage merges clus-
ters based on farthest pair of services. If the farthest pair 
satisfies the given threshold-ICD, then any other pair in 
the concerned clusters will satisfy the given threshold-
ICD. This kind of merging is very suitable even in appli-
cations having strict similarity requirements.  Secondly, in 
the case of complete linkage as the merging of clusters is 
decided by the farthest pair of services, the purity meas-
ure is found to be better than the average linkage.  Third-
ly, it is observed that in the case of complete linkage 
when threshold-ICD is relaxed to 0.9, services such as 50s  
is found to have negative Silhouette Width. Though 
merging by farthest pair of services does not warrant for 
positive silhouette width, fixing threshold-ICD slightly 
higher than 0.1 will prevent the unwanted merging of 
clusters, leading to positive silhouette width. 

5.1.1 Selection of Threshold-ICD 
As part of the first aim, further, in general the threshold-
ICD is selected according to the similarity demands of 
client  through the predefined similarity scores assigned 
to various levels of DoM(Table 1).  The value is applica-
tion specific and it is a variable.  The value can range from 
0.1 to 1.  Any value can be chosen for threshold-ICD in 
this range but according to similarity demands of clients.  
The selection of threshold-ICD is illustrated for examples 
discussed in Section 1.  Suppose a need of a client with 
‘head injury’ is emergency-ambulance.  In this case, the 
client can accept only exact matches.  Hence, the numeric 
value corresponding to exact i.e. 1 is chosen as threshold-
ICD.  Suppose a need of a client is Car to visit a physician 
for general checkup.  Here the client can accept matches 
having DoM right from exact to grandparent.  Hence, the 
numeric value corresponding to grandparent, i.e. 0.3 is 
chosen as threshold-ICD. 
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TABLE 8  
Intra-sim, Inter-sim and SW of clusters produced by complete clustering with threshold-ICD set at 0.7/0.8 and 0.9
Threshold-ICD set at 0.7/0.8 Threshold-ICD set at 0.9 
Cluster 
ID 

# of  
services 

Intra-
sim 

Inter-
sim 

SW Cluster 
ID 

# of  
Services 

Intra-
sim 

Inter-
sim 

SW 

0 3 1.0000 0.0000 1.0000 0 3 1.0000 0.0000 1.0000 
1 3 0.8333 0.0239 0.6290 1 3 0.8333 0.0238 0.6290 
2 7 0.8857 0.0000 0.8857 2 7 0.8857 0.0000 0.8857 
3 11 0.7836 0.0262 0.6485 3 16 0.5748 0.0045 0.5305 
4 9 0.8472 0.0161 0.7202 4 9 0.8472 0.0164 0.7202 
5 17 0.9059 0.0391 0.8811 5 17 0.9059 0.0356 0.8811 
6 5 0.7175 0.0393 0.5011 6 8 1.0000 0.0000 1.0000 
7 8 1.0000 0.0000 1.0000 7 7 0.3810 0.0000 0.3810 
8 7 0.3810 0.0000 0.3810 8 9 0.7333 0.0000 0.7333 
9 9 0.7333 0.0000 0.7333 9 7 0.8310 0.0000 0.8310 
10 7 0.8310 0.0000 0.8310 10 4 0.9000 0.0000 0.9000 
11 4 0.9000 0.0000 0.9000 11 4 1.0000 0.0000 1.0000 
12 4 1.0000 0.0000 1.0000 12 2 0.8000 0.0000 0.8000 
13 2 0.8000 0.0000 0.8000      

TABLE 9 
Purity and average SW of complete linkage 
Threshold ICD Purity Average SW 
0.7 1 0.7793 

0.8 1 0.7793 

0.9 1 0.7917 
To summarise, the computation of ICD using complete 

linkage and selection of threshold ICD in terms of DoM in 
this proposed approach are validated extensively with a 
typical collection of 100 services.  The proposed approach 
is generic and it works with any number of services.  Fur-
ther to strengthen this argument, the experiment is ex-
tended with another data set of 200 services with thre-
shold-ICD set at 0.2.  The data set is split into 10 clusters 
as given in Appendix-E(Table E.1).  The purity of the clus-
tering solution is found to be 1 which shows that the ser-
vices are rightly clustered and it works for any number of 
services. 

5.2 Performance Optimization and Testing 
Accuracy 

Towards the second aim, to assess the performance im-
provement achieved using clustering approach, test que-
ries corresponding to different cluster partitions have 
been chosen. The time taken for finding matched services 
for test queries using sequential (i.e. no clustering) and 
proposed methods is given in Appendix-F(Table F.1). 
With a test collection of 100 services, the average time 
taken to find matched services of a test query using se-
quential and proposed  methods are found to be 170.59 
seconds and 7.32 seconds respectively.(Table F.1 in Ap-
pendix-F).   

Towards the third aim, to test the accuracy of pro-
posed approach the number of relevant services retrieved 

by the recommended method is compared in with that of 
sequential method.(Table F.1 in Appendix-F).  It is found 
that clustering of services does not affect the accuracy of 
results but helps in reducing the computation time of dis-
covery.   

5.3 Comparison with K-Means clustering 
Towards the fourth aim, to compare the results with that 
of K-Means clustering in order to highlight that hierar-
chical agglomerative clustering with complete linkage is 
better for service discovery clustering results are obtained 
using K-Means (See Appendix-G) for different values of K 
from 13 to 21(as the test collection contains 13 internal 
groups).  The results are compared with K-Means using 
Purity(Table 10) as purity is an external criterion.   

TABLE 10 
Purity of clustering solutions obtained used K-Means al-

gorithm for different values of K 
Value of K Purity 
13 0.83 
14 0.84 
15 0.88 
16 0.94  
17 0.95 
18 0.93 
19 0.93  
20 0.97 
21 0.93 

From Table 9 and Table 10, the value of Purity ob-
tained using complete linkage method(100%) is higher  
than that(83% to 97%) obtained using K-Means.  In K-
Means, there is no provision for specifying the required 
similarity among services.  Further, within a single cluster 
the value of average intra-cluster similarity is small which 
may not meet the similarity demands of clients(Table 
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G.10 to Table G.12 in Appendix G) whereas in complete 
linkage, one can specify the required similarity demands 
of clients through threshold-ICD. 

According to complete linkage criterion, the clusters 
will be merged only when the similarity of fartherest pair 
satisfies the threshold-ICD.  (See Table 8)  This aspect 
guarantees that within a cluster the intra-cluster similari-
ty between any pair of services is at least equal to the 
threshold-ICD. 

5.4 Towards Comparison with other Discovery 
Techniques 

As part of the fourth aim, the proposed approach is com-
pared with other semantic service discovery approaches 
[10, 14, 35].  Each work has its own method for discovery 
with its own specific focus.  For example, in [35], a service 
recommendation approach which considers a number of 
user criteria and many context dimensions while recom-
mending service to end users is presented.   This ap-
proach is end user oriented.  But the proposed approach, 
a developer oriented one presents a strategic model to 
technicians working in service clustering.    The proposed 
work is also unique with its own method, data set and 
specific focus and hence the need does not arise for one to 
one comparison.  However, one of its unique aspects,  
namely, prioritization of features(Section 1) while compu-
ting similarity is compared with Viorica Rozina Chifu et 
al.,’s method [10] and Peng Liu et al.,’s method [14].    The 
Peng Liu et al.,’s method [14] uses three features of ser-
vices, viz., description, inputs and outputs with weights, 
0.5, 0.2 and 0.3 respectively.  The Viorica Rozina Chife et 
al.,’s approach[10] considers inputs and outputs with 0.5 
weightage whereas the proposed considers only outputs 
for clustering.  The impact of weight factor is analyzed 
with a set of 6 services, s1, s2, s3, s4, s5 and s6.   Three clus-
tering patterns are obtained by varying weights according 
to [14] [10] and the proposed work.  The comparative 
study is elaborated and the resulting patterns are given in 
Appendix-H(from Fig. H.1 to Fig. H.6). Further, sample 
queries(Appendix-H, Table H.2) are chosen in order to 
find out the percentage of removal of irrelevancy. The 
proposed approach is found to eliminate irrelevancy 
more efficiently when compared with other approach-
es(Appendix-H, Table H.3) For further reading refer to 
Appendix-H. 

6 CONCLUSION 
In this work, a few methodologies have been proposed 
for service discovery using clusters. The methodologies 
include two similarity models for computing similarity 
between services, called OSM and TSM.  The similarity 
models use newly defined levels of DoM in order to satis-
fy the similarity demands of clients effectively.  Compu-
ting similarity between services based only on their out-
puts using OSM is proposed for clustering services in 
order to completely eliminate irrelevancy.   Specifically, 
hierarchical agglomerative clustering is emphasized as it 
is more structured.  Of the major inter-cluster linkage me-
trics, viz., single, average and complete linkage, complete 

linkage warrants that within a cluster the similarity be-
tween any two services is at least the threshold-ICD.  
Keeping this as base, specifying threshold-ICD in terms of 
similarity demands using different levels of DoM is sug-
gested.  Computing similarity between services based on 
both inputs and outputs of services using TSM is em-
ployed for discovery of matched services of a query. 

The proposed approach is a generalized one.  It is not 
domain specific or application specific or implementation 
specific.  The concept has been tested and proved with 
OWL-S services and hRESTful service colletions 
(http://www.semwebcentral.org).   However services are 
described in different formats.  A generalized interface 
could be constructed which would extract outputs (with 
their ontologies) and feed them as input to similarity 
computation. 

To mention few limitations, for convenience, the val-
ues of m  and n  in (1) are set as 1.  The proposed ap-
proach is tested with services having single output para-
meter. I.e. 1m n    So, in future, it is proposed to alle-
viate this limitation by developing a hierarchical agglo-
merative algorithm in complete linkage mode which dy-
namically computes threshold-ICD for a given pair of 
services according to (1).   Further, the proposed ap-
proach assigns numeric values to DoMs arbitrarily with 
implicit pre-ordering.  In future it is proposed to assign 
numeric equivalent values of DoM automatically using 
some learning algorithms like linear regression model as 
such assignment leads to continuous & fine-grained simi-
larity assessment. 
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